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WELCOME TO CSC338

WHAT IS SCIENTIFIC COMPUTING?
Numerical Methods a.k.a Scientific Computing is design and
analysis of algorithms for numerically solving mathematical
problems in science and engineering
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WHERE DO NUMERIC METHODS COME FROM?

AREA OF THE CIRCLE IN ANCIENT EGYPT: (8d
9 )2

Below there is a
problem from
Papyrus of Ahmes,
around 1550 BC.

Solution:

Take away thou
1/9 of it, namely 1;
the remainder is 8.
Multiply it by 8; becomes it 64;
the amount of it,
this is area, 64 setat.
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WHY DO WE NEED APPROXIMATIONS?
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WE DEAL WITH CONTINUOUS QUANTITIES

CONSIDERING EFFECTS OF APPROXIMATIONS

https://xkcd.com/2205/



Introduction Logistics Scientific Computations Computational Problems

CSC338 TOPICS

• What is approximation, kinds of errors, accuracy (this
week)
• Representing continuous quantities using discrete

hardware
• Floating Point Numbers

• Systems of linear equations
• Linear Least Squares
• Non-linear equations
• Non-linear optimization
• PCA (Principal Component Analysis)
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CONTACT INFO

ilir.dema@utoronto.ca

Lecture Office Hours
Fridays 11am-1pm Tuesdays 3pm-4pm

Course website: http://mcs.utm.utoronto.ca/~338
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LECTURES & TUTORIALS

• Lectures
• As long as we are online, lectures will take place on zoom
https://utoronto.zoom.us/j/83347392030

• Also you will complete a small interactive quiz to earn
lecture participation mark

• Tutorials
• Held every week, starting Jan 19
• They will be dedicated to problem solving
• You will complete a simple interactive quiz to earn

participation mark
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COURSE STRUCTURE

Work Weight Comment
Assignments 30% three of them , with equal value
Tutorials 5% need to participate in 8 of them
Lecture 5% need to participate in 8 of them
Term Test 20% Mar 4, 2022
Final Exam 35% TBA
Floating 5% Aded to your best (MT or Final)
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ACADEMIC INTEGRITY

• Please do not cheat because:
• You’re not helping yourself
• You WILL get caught

• How to avoid plagiarism
• Everything you submit should be done by you
• Never look at another person’s work
• Never show anyone your work
• This goes for drafts, partial solutions, etc
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SCIENTIFIC COMPUTATIONS

https://www.quora.com/profile/Christopher-Ducey



Introduction Logistics Scientific Computations Computational Problems

WHAT ARE ERATOSTHENES SOURCES OF ERROR?

HINT: THE ANSWER IS NOT "EARTH IS FLAT"
• Earth is not a perfect sphere
• Distance from Syene to Alexandria has been measured

empirically
• The value for the angle α has been truncated
• The value for π has been truncated as well
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STEPS FOR SOLVING A COMPUTATIONAL PROBLEM

• Develop a mathematical model. That often involves:
• Replace infinite with finite, continuous with discrete
• Differential with algebraic
• Nonlinear with linear

• Develop an algorithm to solve the problem numerically.
This is the focus of this course.
• Run the algorithm and interpret the results (we won’t do

that)
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WELL POSED PROBLEMS

• Problem is well-posed if solution
• exists
• is unique
• depends continuously on problem data

• Otherwise, problem is ill-posed
• In this course, we will focus on well-posed problems.
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WELL-POSED OR ILL-POSED?

• Compute f (x) = x2−1
• Solve x2−1 = 0
• Solve x3−x2 +x −1 = 0
• Solve 2x −1 = 0 in integers
• Transform a colour image to gray scale
• Transform a gray scale image to colour
• Map numerical grade to letter grade
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SENSITIVITY
Even if problem is well posed, solution may still be sensitive to input data

EXAMPLE - COMPUTE tan(x)
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SENSITIVITY
Computational algorithm should not make sensitivity worse

EXAMPLE - QUADRATIC FORMULA
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WHAT IS ACCURACY OF A SOLUTION?

DEFINITION

Accuracy is the "closeness" of a computed solution the actual
solution.
Q: How to evaluate accuracy of a solution?
• Absolute Error: |approx.value - true value|
• Relative Error: (absolute error)/(true value)

ESTIMATE ERRORS INTO COMPUTING EARTH’S SURFACE

• Model: A = 4πr2, r = 6371km,π = 3.14.
• True value (known from other sources): 510.1×106km2

• Approx. value: 4×3.14×63712 ≈ 509.8×106km2

• AE: |510.1×106km2−509.8×106km2|= 0.3×106km2

• RE: 0.3×106

510.1×106 ≈ 0.06%
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MORE ERRORS

PROBLEM: COMPUTE cos π

6

• True input: x = π

6 = 0.5235987755982988
• Approx.input x̂ = 0.524
• True function: f (x) = cosx

• Approximate function f̂ (x) = 1− x2

2

• Obtained by truncating cosx = ∑
∞

k=0(−1)k x2k

(2k)!
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FORWARD AND BACKWARD ERROR
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EXAMPLE

BACK TO cos π

6

• f̂ (x) = 1− x2

2 , f (x) = cos(x)
• x̂ = 0.524, x = π

6

• Total error: f̂ (x̂)− f (x)
= f̂ (x̂)− f (x̂)+ f (x̂)− f (x)
• Forward error:

• Computational error: f̂ (x̂)− f (x̂)
• Propagated data error: f (x̂)− f (x)

• Backward error: x̂ −x
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BENEFITS OF BACKWARD ERROR

COMPUTE y =
√

x
• Suppose we have a computational procedure that gives us

ŷ , an approximate value for
√

x .
• By definition, absolute error = |y − ŷ |= |

√
x− ŷ |

• We cannot really compute it as long as we do not know the
true value of

√
x .

• But it is easy to evaluate backward error = |ŷ2−x | !
• It is worth saying ancient Babylonians knew this. They

would start by an initial guess for the square root of a
number s, say x0, and then improve iteratively:
xn+1 =

1
2(xn +

s
xn
)
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CONDITIONING

DEFINITION

• A problem is well-conditioned or insensitive if a relative
change in the input causes a similar relative change in the
solution.
• A problem is ill-conditioned or sensitive if a relative change

in the input causes a much larger relative change in the
solution.
• Formally Conditioning Number CN can be defined as

follows:
CN = |∆y/y |

|∆x/x | =
|(f (x̂)−f (x))/f (x)|

|(x̂−x)/x

• Otherwise |rel.forward error|=CN |rel.backward error|
• If CN >> 1 the problem is ill-conditioned.



Introduction Logistics Scientific Computations Computational Problems

CONDITIONING

ASSUME f IS DIFFERENTIABLE. THEN:

• CN = |f (x+∆x)−f (x)|/|f (x)|
|∆x |/|x | ≈ |xf ′(x)|

f (x)

• Please note this definition is not good when f (x) = 0 (eg.
root finding).
• In such cases, CN can be defined as the ratio of absolute

errors, leading to
• CN = 1/|f ′(x)| (why?) which means the root finding

problem is well conditioned if the slope at the root is >> 1.
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CONDITIONING - ROOT FINDING EXAMPLE
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CONDITIONING - MORE EXAMPLES

tanx
• Computation of tanx is sensitive for values of x near any

multiple of π/2:

CN =
∣∣∣xf ′(x)

f (x)

∣∣∣= ∣∣∣x(1+tan2 x)
tanx

∣∣∣= ∣∣( 1
tanx +tanx

)∣∣
√

x
• Computation of

√
x is well conditioned:

CN =
∣∣∣xf ′(x)

f (x)

∣∣∣= ∣∣∣x/(2
√

x)√
x

∣∣∣= 1
2
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CONDITIONING
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STABILITY AND ACCURACY

DEFINITION

An algorithm is stable if the result is relatively insensitive to
perturbations during computation.

NOTE:
An algorithm is stable if the result is the exact soltution to a
nearby problem. Th is also called "the backward error view".

Q: WHEN CAN WE OBTAIN ACCURATE SOLUTIONS?
• When the problem is well conditioned, and,
• When the algorithm is stable.
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