
Lecture 7 - Devops

History
- New invention in the age of web 2.0 and internet
- In the olden days (as recent as early 2000s), software are delivered on physical media,

often w/o even a way to automatically update, and certainly no need for servers.
- As a result of this process, you are doing a public release maybe once a year, or even

once every multiple years in the case of a large software like operating system
- Testing was mostly done manually, and you have regular build cuts that QA testers

install on their computer and then actually running through manual tests

2000s - 2010
- Software as a Service, SaaS, popularized by Salesforce and Google (gmail/google

maps), and the advent of Ajax and not requiring a reload every time someone needs
new data

- Typically deployed to owned data centers, or colocated servers in someone else’s data
centers

- Testing is starting to be automated, and unit tests are popularized here. Still majority QA
teams for tests.

2010s - 2020s
- Managed virtual services are created and popularized, especially led by the creation of

AWS.
- Hardware became far more elastic, and it became possible to easy to scale up and down

services as demand rises and drops.
- At this point, devops became popular

What’s devops?
- Development + operations. Back in the early 2000s, most sys admins and folks who are

involved in operations are very specialized. They are experts in the systems that they
are responsible for, but not necessarily expert coders and aren’t necessarily inclined to
automate their work as much as software engineers may be.

- As well due to the prevalence of cloud services, a lot of the drudgery where you are
requiring a dedicated team of sys admins or security experts no longer apply. You can
get professionally managed commoditized services from an vast array of vendors and
allow you to focus on your differentiator.

- What used to require a dedicated team to properly scale and productionize, you can now
do it in your bedroom in your underwear.



CI/CD
- Key part of devops, it’s the main joining of development team with the operations team.

With a properly set up CICD pipeline, the commit you made into master or production
branch have a more or less automated way

- Two parts, continuous integration and continuous deployment
- Integration is more on the development side. Where each commit you make is

continuously tested along with all the other commits (integrated part). Key part of CI is
unit tests/integration tests, and other automated process can trigger along with it, such
as automated security screening and preparation for review

- By merging frequently and triggering automatic testing and validation processes, you
minimize the possibility of code conflict, even with multiple developers working on the
same application. A secondary benefit is that you don’t have to wait long for answers
and can fix bugs and security issues while it’s still fresh.

- Delivery means deployment, aka releasing the product to the public. Typically once all
the tests and post commit issues are fixed, the code is automatically pushed to staging
environments. The key to understand here is that the staging environment should be
pretty much the same as the production environment, just on a smaller scale. Everyone
who contributed to the release will all gather in the same environment to test their parts
to ensure everything is as expected as a sanity test. Then on a regular basis (could be
multiple times a day to once a week), a release cut is deployed to production. Oncall
engineers would then monitor the deployment to ensure no negative impact on the
metrics.

- A couple more real world wrinkles in this CICD party:
- Mobile builds are hard, typically you need to get app store approvals and there is

a huge long tail of people who don't upgrade their app regularly. So if you are
looking to deprecate an API that a small minority of the users are still using. You
need to think about it carefully and make sure you are comfortable forcing users
to upgrade

- Feature flags are frequently used to make deployments safer. Deployments are
not the safest thing in the world, rollbacks because they are done less frequently,
are even more dangerous. Feature flags are often used to

- Support AB testing, where you can say deliver feature x to 50% of the
user only and leave the other 50% of the user on the old version to make
sure no metrics degrades

- Support gradual rollout. Often for large features, you do not want to
deploy even to a 50/50 AB test. You want to have a gradual ramp from
1% to 100%, and make sure you are monitoring critical metrics to guide
the decision to continue ramping.

- You can use feature flags to disable features in case there are unintended
side effects. Feature flags can also be used to test if disabling something
will fix the issue






